Adaptive phonemic coding in the listening and speaking brain
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ABSTRACT

In order to determine the neural substrates of phonemic coding during both listening and speaking, we used a repetition suppression (RS) paradigm in which vowels were repeatedly perceived or produced while measuring BOLD activity with sparse sampling functional magnetic resonance imaging (fMRI). RS refers to the phenomenon that repeated stimuli or actions lead to decreased activity in specific neural populations associated with enhanced neural selectivity and information coding efficiency. Common suppressed BOLD responses during repeated vowel perception and production were observed in the inferior frontal gyri, the posterior part of the left middle temporal gyrus and superior temporal sulcus, the left intraparietal sulcus, as well as in the cingulate gyrus and presupplementary motor area. By providing evidence for common adaptive neural changes in premotor and associative auditory and somatosensory brain areas, the observed RS effects suggest that phonemic coding is partly driven by shared sensorimotor regions in the listening and speaking brain.

1. Introduction

Speech communication requires phonological encoding and execution of the related articulatory plans by the speaker, followed by acoustico-phonetic decoding of the speech signal by the listener. To be efficient, speech communication is thought to imply a principle of parity between the speaker and listener, through common and shared phonemic goals (e.g., Mattingly and Liberman, 1988; Liberman and Whalen, 2000). From this view, theoretical and neurobiological models of speech perception and production argue that phonemic units are coded and processed in multidimensional motor and sensory spaces. In these models, auditory processing and speech motor control partly operate through a cortical dorsal stream that mediate mapping between auditory, somatosensory and articulatory motor speech representations. Motor activity observed during speech perception has been proposed to partly constrain phonetic interpretation of the sensory inputs through the internal generation of candidate articulatory categorizations (e.g., Hickok and Poeppel, 2007; Skipper et al., 2007; Rauschecker and Scott, 2009; Rauschecker, 2011; Schwartz et al., 2012; Bornkessel-Schlesewsky et al., 2015; Skipper et al., 2017; Schomers and Pulvermüller, 2017). During speech production, modulation of neural responses observed within the auditory and somatosensory cortices are thought to reflect feedback control mechanisms in which sensory consequences of the speech motor act are evaluated with actual sensory inputs in order to evaluate accurate phonemic production (e.g., Houde and Nagarajan, 2011; Hickok et al., 2011; Guenther and Vlachoudis, 2012; Perkell, 2012). Taken together, these models argue for a functional coupling between speech perception and production systems in the speaking and listening brain, with phonetic processing partly driven by internal motor-to-sensory and sensory-to-motor simulation.

From this theoretical perspective, clear support for sensorimotor activity during both acoustico-phonetic processing and speech motor control are provided by fMRI studies that jointly examined the neural correlates of speech production and perception (e.g., Wilson et al., 2004; Pulvermüller et al., 2006; Skipper et al., 2007; Callan et al., 2010; Zheng et al., 2010; Tremblay and Small, 2011; Grabski et al., 2013a; Rampinini et al., 2017). In line with the above-mentioned neurobiological models, these studies highlighted common neural activity in sensory and motor neural regions within the auditory cortex, the inferior parietal cortex, as well as the inferior frontal gyrus and adjacent ventral premotor cortex. Focussing on either speech perception or production in isolation, other studies further indicated that sensorimotor activity within the cortical dorsal stream correlates with auditory phonemic categorization (Alho et al., 2012, 2014; Chevillet et al., 2013) in a causal manner (Grabski et al., 2013b; Murakami et al., 2015), can predict the accuracy between the intended and actual phonemic production (Touille et al., 2008; Golfinopoulos et al., 2011; Nizolek et al., 2013), and can partly be decoded to reveal produced or perceived phonemic features (Lee et al., 2012; Bouchard et al., 2013; Du et al., 2014; Mesgarani et al., 2014; Rampinini et al., 2017).
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In order to determine whether shared sensorimotor brain areas are involved in phonemic adaptive coding during both listening and speaking, we here used an fMRI adaptation paradigm in which vowels, as elementary and universal speech units, were repeatedly perceived and produced by the same set of participants. fMRI adaptation is based on the phenomenon that repeated stimuli or motor acts lead to a reduction in the BOLD signal in specific brain areas that are sensitive to the observed stimuli and/or performed actions (the so-called repetition suppression effect or RS; see Grill-Spector and Malach, 2001; Grill-Spector et al., 2006). Although a number of potential neural/synaptic mechanisms and theoretical models have been proposed to explain RS (for reviews, see Grill-Spector et al., 2006; Friston, 2012; Gotts et al., 2012; Henson, 2012), all are associated with enhanced neural selectivity, increased processing, and information coding efficiency in relation to attributes of the repeated stimulus or motor act. Although debated, RS has also been explained in terms of top-down inference and sensorimotor learning implemented under predictive coding (with reduced prediction errors about the content/precision of a repeated stimulus supposed to be reflected in BOLD suppression; e.g., Friston, 2012; Aukstulewicz and Friston, 2016).

While a number of fMRI studies examined RS effects during speech perception (Hasson et al., 2007; Joanne et al., 2007; Vaden et al., 2010; Myers and Swan, 2012; Lawyer and Corina, 2014) or production (Peeva et al., 2009; Grabski et al., 2012a; Sato et al., 2015; Okada et al., 2018) using vowels, syllables or pseudowords, in our best knowledge no study attempted to identify the neural substrate of adaptive phonemic coding during both listening and speaking. Generally, adaptive phonemic coding here refers to the neurocognitive processes involved in speech perception and production that show enhanced selectivity, increased processing, and information coding efficiency in relation to a repeated phoneme. To this aim, the present fMRI adaptation study involved passive vowel listening and overt vowel production by healthy native French speakers. To minimize possible covert motor simulation, the auditory perception task was first performed, with the participants asked to passively listen to French vowels (/ɛ/, /ø/, /ɔ/, /e/, /o/, /ɛ/, /a/, /o/). In the subsequent production task, participants were asked to overtly produce the same vowels. Crucially, each vowel was perceived or produced in six consecutive trials. This sequence allowed measuring changes in BOLD signal from the first to the sixth repetitions and therefore to precisely determine the time-course of neural adaptation during repeated perceived and produced vowels. Importantly, the selected vowels included distinct phonetic features such as height (close, mid-close and mid-open vowels), backness (front and back vowels) and roundedness (rounded and unrounded vowels). Finally, in order to limit possible noise-induced bias in our results, we used a sparse, clustered acquisition fMRI technique during both vowel perception and production, which allows stimulus presentation and overt responses to occur in relative silence as well as to eliminate the susceptibility artifact due to articulatory-related movement in the production task.

Irrespective of RS, BOLD activity averaged across the six repetitions in the perception and production tasks was first determined. To identify overlapping activation between the two tasks, a conjunction analysis was subsequently conducted. These analyses allowed us to compare the observed results with previous studies that conjointly examined the common neural substrates of speech perception and production (e.g., Wilson et al., 2004; Callan et al., 2010; Pulvermüller et al., 2006; Skipper et al., 2007; Zheng et al., 2010; Tremblay and Small, 2011; Grabski et al., 2013a; Rampilini et al., 2017). Critically, for the two tasks, two different time-courses of adaptation across the six repetitions were tested, corresponding either to a linear or a categorical (from the first trial versus the others) decrease of the BOLD response (Noppeney and Penny, 2006; Grabski et al., 2012a). Then, in order to identify common RS effects between the perception and production tasks, a conjunction analysis was performed. Finally, possible linear and categorical repetition enhancements across the six repetitions were also tested.

In keeping with the above-mentioned studies and taking advantage of the fMRI adaptation paradigm, our main hypothesis was that BOLD changes associated with phonemic adaptation might occur in sensorimotor regions during both listening and speaking. Adaptive BOLD responses in shared premotor, auditory and somatosensory brain areas during both repeated perceived and produced vowels would strengthen the theoretical proposal that phonemic coding is partly driven in the same sensorimotor neural regions, through a cortical dorsal stream, in the listening and speaking brain.

2. Methods

2.1. Participants

Twelve healthy adults (eight males and four females with a mean age of 29 years, ranging from 20 to 42 years), native French speakers, participated in the study after giving their informed consent. All were right-handed according to standard handedness inventory (Oldfield, 1971), had normal or corrected-to-normal vision and reported no history of motor, speaking or hearing disorders. Participants were screened for neurological, psychiatric, other possible medical problems and contraindications to MRI. The protocol was approved by the Grenoble University Ethical Committee and was carried out in accordance with the ethical standards of the 1964 Declaration of Helsinki.

2.2. Stimuli

Given the well-known and acknowledged inter-individual differences in the anatomy of the vocal apparatus and its acoustic consequences in speech behaviors (Ladefoged, 2006), the acoustic properties of the perceived and produced vowels were matched for each participant. This procedure allowed determining the neural substrates of vowel perception and production, involving for the two tasks the same acoustic-phonetic dimensions. To this aim, vowels delivered in the perception task were individually recorded by each participant prior to the experiment. Multiple utterances of nine French steady-state vowels (/ɛ/, /ø/, /a/, /e/, /o/, /ɛ/, /a/, /o/) were individually recorded by each participant in a soundproof room (sampling rate of 44.1 kHz with 16-bit quantization recording). The nine selected vowels included a set of distinct phonetic features including height (close, mid-close and mid-open vowels), backness (front and back vowels) and roundedness (rounded and unrounded vowels). With this procedure, six clearly articulated tokens were selected per speaker and per vowel for the perception task. On average, the distribution of formant values for French vowels appeared classical, with some dispersion due to inter-subject and gender differences (see Table S1 in Supplemental Data).

2.3. Procedure

The experiment consisted of six functional runs: the first three runs involved passive vowel listening and the last three runs involved overt vowel production (see Fig. 1). The procedure was similar to the one used in a previous fMRI study (Grabski et al., 2013a), except that, in each functional run, each vowel was here perceived or produced in six consecutive trials. This sequence allowed measuring changes in BOLD signal for repeated compared to novel vowels.

At the beginning of the scanning session, an intensity matching procedure was done for each participant (see Christoffels et al., 2007; Grabski et al., 2013a), in order to match as closely as possible the volume of the auditory stimuli in the perception task and that of the auditory feedback in the production task (despite of bone/skull conduction). To this aim, after being placed in the scanner, participants first overtly produced several vowels and then passively listened to few vowels previously recorded from their own voice. Participants were
asked whether or not the volume was similar to hearing their own voice and, if necessary, the volume of the stimuli was increased or decreased.

To minimize possible covert motor simulation, the perception task was first performed with the participants just being instructed to pay attention to the auditory stimuli. Participants were asked to passively listen to each of the nine French steady-state vowels previously recorded from their own voice (six distinct occurrences per vowel). A resting condition, without any movement or auditory stimulation, served as baseline. In each of the three functional runs, each vowel (/i/, /y/, /u/, /e/, /ø/, /ø/ or /œ/ or /ø/) was randomly presented in six consecutive trials (with six distinct occurrences of the same vowel). Each vowel type differed from the preceding one by at least one or more phonetic features including height, backness and roudedness (e.g., close front unrounded /i/ vowel and mid-open back rounded /ø/ vowel). Each trial was 10s in length with a single vowel being presented or without any auditory presentation in the resting condition. In the production task, participants were asked to overtly produce the same nine French steady-state vowels in the same randomized sequence. As in the perception task, a resting condition, without any movement or auditory stimulation, was also added. In each trial (10s), a visual instruction related to the vowel (e.g., “/i/”) or to the resting condition (“/—/”) was displayed for 1000 ms. Participants were instructed to produce each vowel from a neutral resting baseline) x 6 repetitions). In addition, three ‘dummy’ scans at the beginning of each run were added to allow for equilibration of the MRI signal and were removed from the analyses. The total duration of the experiment was around 1 h and half.

2.4. Data acquisition

Magnetic resonance images were acquired with a 3T whole-body MRI scanner (Bruker Medspec S300) equipped with a transmit/receive quadrature birdcage head coil. Participants laid supine in the scanner with head movements minimized with foam cushions. To reduce auditory exposure to scanner noise, they wore earplugs in addition to protective MRI-compatible headphones, equipped with noise-reducing passive material, through which auditory stimuli were administered to participants during the perception task. In the production task, vowel productions were recorded using an MRI-compatible microphone for offline analysis (see below). Visual instructions were presented using the Presentation software (Neurobehavioral Systems, Albany, USA) and displayed on a screen situated behind the scanner and viewed on a mirror fixed above the subject’s eyes.

The fMRI experiment consisted of six functional runs and one anatomical run. Functional images were obtained using a T2*-weighted, echoplanar imaging (EPI) sequence with whole-brain coverage (TR = 10s, acquisition time = 2600 ms, TE = 30 ms, flip angle = 90°). Each functional scan comprised forty axial slices parallel to the anteroposterior commissural plane acquired in interleaved order (72 x 72 matrix; field of view: 216 x 216 mm²; 3 x 3 mm² in plane resolution with a slice thickness of 3 mm without gap). A high-resolution T1-weighted whole-brain structural image was acquired for each participant after the third functional run (MP-RAGE, sagittal volume of 256 x 224 x 176 mm³ with a 1 mm isotropic resolution, inversion time = 900 ms, two segments, segment repetition time = 2500 ms, segment duration = 1795 ms, TR/TE = 16/5 in ms with 35% partial echo, flip angle = 30°).

In order to avoid movement artefacts due to vowel production and to minimize scanner noise during both vowel perception and production, a sparse sampling acquisition paradigm was used (e.g., Birn et al., 1999; Hall et al., 1999; Gracco et al., 2005). Functional scanning therefore occurred only during a fraction of the TR, alternating with silent inter-scanning periods, where participants listened to or produced single vowels. Since the rising hemodynamic response is estimated to occur with a 4–6 s delay in case of speech perception and production, the time interval between the vowel onset and the midpoint of the following functional scan acquisition was randomly varied between 4s, 5s or 6s across trials (Grabski et al., 2012a, 2012b; 2013a).

2.5. Data analyses

Data were analyzed using the SPM8 software package (Wellcome Department of Imaging Neuroscience, Institute of Neurology, London, UK) running on Matlab (Mathworks, Natick, MA, USA). The ‘Automated Anatomical Labeling’ (ALL) atlas (Tzourio-Mazoyer et al., 2002) was used to identify labels for activated peaks. For visualization, activation maps were superimposed on a standard brain template using the MRI-CRON software (http://www.sph.sc.edu/comd/rorden/mircron/).

Production errors. Participant responses in the production task were analyzed offline for possible error productions. Three types of errors were observed: omission, wrong production and hesitation. In total, 17 functional scans in which an error occurred were removed from the statistical analyses (on average 0.73% ± 0.15% of errors per participant), with general performance exceeding 99%, and at least 90% correct responses in all runs for all participants.

Data preprocessing. For each participant, the functional series were first realigned by estimating the 6 movement parameters of a rigid-body transformation in order to control for head movements between scans. After segmentation of the T1 structural image (using the unified segmentation model) and coregistration to the mean functional image, all...
functional images were spatially normalized into standard stereotactic space of the Montreal Neurological Institute (MNI) using segmentation parameters of the T1 structural image. All functional images were then smoothed using a 6 mm full-width at half maximum Gaussian kernel, in order to improve the signal-to-noise ratio and to compensate for the anatomical variability among individual brains.

**Individual analyses.** Neural activations were analyzed using the General Linear Model, including for each of the six functional runs (three for each task), six regressors of interest (one for each vowel repetition) and the six realignment parameters, with the silent trials forming an implicit baseline. The BOLD response for each event was modeled using a single-bin finite impulse response (FIR) basis function spanning the time of acquisition (2.6s). Before estimation, for each run, a high-pass filtering with a cutoff period of 128 s was applied in order to remove low-frequency drifts (thought to be caused by physiological noise as well as by physical, scanner-related, noise; everything below this frequency was removed from the data, this includes quadratic functions of time that are below this frequency). Beta weights associated with the modeled FIR responses were then computed to fit the observed BOLD signal time course in each voxel for each condition. Individual statistical maps were calculated for each repetition in each task with the related baseline and subsequently used for group statistics.

**Group analyses.** In order to draw population-based inferences, a second-level random effect group analysis was carried-out. A flexible factorial design was used with the task (2 levels: perception, production) and the repetition (6 levels: RS1, RS2, RS3, RS4, RS5, RS6) as within-subject factors and the subjects treated as a random factor (Glascher and Gitelman, 2008).

First, irrespective of RS, t-contrasts were calculated to determine brain activity averaged across the six repetitions, as well as for each repetition individually, in the perception and production tasks (compared to the resting baseline). To identify overlapping activation between the two tasks, conjunction analyses were subsequently conducted on these contrasts.

Second, for the two tasks, two different time-courses of adaptation across the six repetitions were tested, corresponding to a linear decrease or a categorical decrease (from the first trial versus the others) of the BOLD response. Indeed, in previous fMRI adaption studies, BOLD activity was found to decrease monotonically with the number of stimulus repetitions or to reach a plateau after the first repetition (i.e., with the biggest adaptive changes in the BOLD signal happening after the first repetition; see Grill-Spector and Malach, 2001; Grill-Spector et al., 2006; Noppeney and Penny, 2006). The time courses of adaptation were entered as contrast weights in two parametric t-contrasts (linear decrease: 1 0.6 0.2 -0.2 -0.6 -1; categorical decrease: 1 -0.2 -0.2 -0.2 -0.2 -0.2) in order to test the predicted parametric patterns of decreasing BOLD signal amplitude. To identify common RS between the perception and production tasks, a conjunction analysis was performed on these parametric contrasts.

Third, in order to identify brain regions that differ between the two tasks with respect to RS effects (i.e., for which significant RS effects were observed in one task but not the other), we recomputed linear and categorical parametric t-contrasts in the listening and the speaking task but observed in one task but not the other), we recomputed linear and categorical parametric t-contrasts across participants (see Discussion). These common clusters included neural populations in the superior temporal gyrus/sulcus, extending ventrally to the middle temporal gyrus, in the anterior and posterior parts of the inferior frontal gyrus (pars opercularis and triangularis), extending to the left ventral premotor cortex and anterior insula, and in the cingulate cortex, the supplementary motor area and medial frontal gyrus. In addition, a specific linear RS effect was observed in the right intraparietal sulcus. Conversely, specific categorical RS effects were observed in two clusters located in the left anterior insula, pars orbitalis and pars opercularis of the inferior frontal gyrus as well as in the thalamus.

### 3. Results

#### 3.1. Neural correlates of vowel perception and production

Irrespective of RS effects, BOLD activity averaged across the six repetitions in the perception and the production tasks and overlapping activity between the two tasks were first identified (see Fig. 2, left). Vowel perception induced large bilateral auditory activity in the superior temporal gyrus/sulcus, including the primary, secondary and associative auditory cortices, extending ventrally to the dorsal part of middle temporal gyrus, dorsally to the ventral part of inferior parietal cortex and parietal operculum, and medially to the thalamus. Vowel production induced bilateral activations of the primary sensorimotor and premotor cortices and of the superior temporal gyrus/sulcus. Additional activity was found in the supplementary motor area and cingulate cortex, the inferior and superior parietal cortices, the parietal operculum, the visual cortex, the anterior insular cortex, the basal ganglia, and the cerebellum. The conjunction analysis revealed common bilateral activation of the primary, secondary and associative auditory cortices, extending dorsally to the ventral part of inferior parietal cortex and parietal operculum. In sum, BOLD activity observed in the perception and production tasks appears fully consistent with previous brain-imaging studies, with large overlapping auditory activity between the tasks as well as specific brain areas classically involved in motor preparation, execution and coordination activated in the production task (for a previous fMRI study on vowel perception and production, see Grabski et al., 2013a).

It should however be noted that, compared to previous studies that conjointly examined speech perception and production (e.g., Wilson et al., 2004; Callan et al., 2010; Skipper et al., 2007; Tremblay and Small, 2011; Grabski et al., 2013a; Rampinini et al., 2017), no common activity was observed in inferior frontal and ventromotor regions, a result likely due to the adaptation paradigm and decreased activity across consecutive similar vowels. In line with this hypothesis, common BOLD activity in left inferior frontal and ventral premotor regions was observed for the first vowel, but not for the following ones (see Fig. 2, right).

#### 3.2. Repetition suppression during vowel perception

Linear and categorical RS effects during vowel perception were observed in largely similar neural clusters (although the location of the reported maximum activation peaks and their corresponding time-course of adaptation across the six consecutive trials slightly differ), with some linear and categorical RS profiles quite similar (see Fig. 3 and Tables S2A and S2B for details). While distinct neural populations within the same region/cluster might show specific sensitivity to linear or categorical RS effect, this is likely to be due to the limited sample size and associated inter-subject BOLD variability in evaluating and dissociating linear and categorical RS profiles across participants (see Discussion). These common clusters included neural populations in the superior temporal gyr/sulci, extending ventrally to the middle temporal gyr, in the anterior and posterior parts of the inferior frontal gyrus (pars opercularis and triangularis), extending to the left ventral premotor cortex and anterior insula, and in the cingulate cortex, the supplementary motor area and medial frontal gyrus. In addition, a specific linear RS effect was observed in the left intraparietal sulcus. Conversely, specific categorical RS effects were observed in two clusters located in the left anterior insula, pars orbitalis and pars opercularis of the inferior frontal gyrus as well as in the thalamus.

#### 3.3. Repetition suppression during vowel production

Similarly to the vowel perception task, linear and categorical RS
effects during vowel production were observed in largely similar neural clusters (see Fig. 4 and Tables S3A and S3B for details), including neural populations in the anterior and posterior parts of the inferior frontal gyrus (pars opercularis, triangularis and orbitalis), extending to the premotor and anterior insular cortices, in the posterior part of the left middle temporal gyrus extending to the superior temporal sulcus, in the basal ganglia and thalamus, in the supplementary motor area and cingulate cortex, in the left inferior parietal lobule extending to the precuneus and cuneus, and in the extrastriate cortex. In addition to these effects, categorical RS effects were specifically observed in the left posterior part of the inferior temporal gyrus, in the right inferior parietal lobule extending to the precuneus and cuneus, and in the superior part of the cerebellum.

Brain regions showing common RS effects to the tasks are provided in Fig. 5 and Tables 1A and 1B. Both linear and categorical BOLD decreases were observed in the pars opercularis and pars triangularis of the left inferior frontal gyrus extending to the ventral premotor cortex, in the cingulate cortex, the supplementary motor area (pre-SMA) and medial frontal gyrus. In addition, linear RS was specifically observed in the left intraparietal sulcus, as well as categorical RS in the pars orbitalis of the left inferior frontal gyrus and anterior insula, in the pars opercularis and pars triangularis of the right inferior frontal gyrus, and in the posterior part of the left middle temporal gyrus extending to the superior temporal sulcus.

Importantly, although RS effects were observed in these brain areas during both listening and speaking, the magnitude of BOLD activity across vowel repetition was similar across tasks in several brain areas but it differed in other regions (see the contrast estimates in Tables 1A and 1B). For example, RS observed in the left middle temporal gyrus was similar in both tasks, suggesting similar adaptive changes in this region. On the contrary, the magnitude of BOLD activity observed in the pre-SMA was similar in both tasks but with a stronger BOLD activity in the first vowel during the speaking task. This later result argues for qualitatively similar but quantitatively distinct adaptive changes across
3.4. Repetition enhancement

No significant linear or categorical increase of BOLD activity was observed neither during vowel perception nor during vowel production.

4. Discussion

Using a well-established fMRI adaptation paradigm, we examined whether there exist common neural regions sensitive to phonemic adaptation during repeated vowel production and perception. Our results provide the first demonstration of common adaptive neural changes in the listening and speaking brain and show that they take place in premotor and associative auditory and somatosensory regions, including the inferior frontal gyri, the posterior part of the left middle temporal gyrus and superior temporal sulcus, the left intraparietal sulcus, as well as the cingulate gyrus and presupplementary motor area. By providing evidence for adaptive changes in the same premotor and associative auditory and somatosensory brain areas, these results suggest that phonemic representations are coded in shared sensorimotor regions in the listening and speaking brain.

4.1. Specificities and limitations

Before we discuss our results, it is important to highlight several specificities and limitations of the present study. Regarding the tasks, we tried to carefully minimize the use of an articulatory rehearsal strategy during speech perception in order to limit motor process as a possible confounding factor between the two tasks. To do so, a passive perception task was used that was devoid of any explicitly defined phonemic judgment. This was done to limit verbal working memory.

Fig. 4. Brain regions showing linear and categorical RS in the production task (i.e., linear and categorical decreases of BOLD activity across vowel repetition) and contrast estimates for the six repetitions ($p < .05$ FWE corrected at the cluster level, see Tables S3A and S3B in Supplemental Data for details). Common repetition suppression during vowel perception and production.

Fig. 5. Brain regions showing overlapping linear and categorical RS in the perception and production tasks (i.e., linear and categorical decreases of BOLD activity across vowel repetition) and contrast estimates for the six repetitions ($p < .05$ FWE corrected at the cluster level, see Tables S1A and S1B for details).
design was therefore unbalanced between the two tasks in terms of strategies and subvocal rehearsal of the auditory material that are usually differing from the preceding one by at least one or more of these unrounded vowels, with each repeatedly perceived or produced vowel backness (front and back vowels) and roundedness (rounded and unrounded vowels). A set of distinct phonetic features including height (close, mid-close and mid-open vowels), backness (front and back vowels) and roundedness (rounded and unrounded vowels), with each repeatedly perceived or produced vowel differing from the preceding one by at least one or more of these.

Table 1A
Maximum activation peak summary of brain regions showing overlapping linear RS between the perception and production tasks, and contrast estimates for the six repetitions (p < .05 FWE corrected at the cluster level).

<table>
<thead>
<tr>
<th>Clusters &amp; Regions</th>
<th>H MNI coordinates</th>
<th>Perception - Contrast estimates</th>
<th>Production - contrast estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x  y  z</td>
<td>R1   R2   R3   R4   R5   R6</td>
<td>R1   R2   R3   R4   R5   R6</td>
</tr>
<tr>
<td>cluster 1 (256 voxels)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>middle cingulate cortex</td>
<td>L/ R</td>
<td>4 18 44</td>
<td>4.60 0.10 0.01 -0.02 -0.09 -0.09 -0.08 0.37 -0.03 0.00 0.03 0.00 0.04</td>
</tr>
<tr>
<td>medial frontal gyrus</td>
<td>L/ R</td>
<td>-2 22 40</td>
<td>4.15 0.12 0.01 0.00 -0.06 -0.10 -0.05 0.40 -0.02 -0.01 0.08 0.05 0.02</td>
</tr>
<tr>
<td>cluster 2 (198 voxels)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inferior frontal gyrus (pars opercularis)</td>
<td>L</td>
<td>-48 6 28</td>
<td>4.67 0.34 0.24 0.22 0.16 0.07 0.14 0.28 -0.06 -0.09 -0.08 -0.05 -0.11</td>
</tr>
<tr>
<td>cluster 3 (117 voxels)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inferior parietal lobe</td>
<td>L</td>
<td>-36 -58 44</td>
<td>4.57 0.15 0.16 0.08 0.09 -0.01 0.04 0.07 -0.16 -0.17 -0.17 -0.19 -0.19</td>
</tr>
<tr>
<td>inferior frontal gyrus (pars triangularis)</td>
<td>L</td>
<td>-40 34 16</td>
<td>4.54 0.13 0.10 0.01 -0.01 -0.08 0.01 0.28 0.10 0.06 -0.01 0.00 -0.01</td>
</tr>
</tbody>
</table>

Table 1B
Maximum activation peak summary of brain regions showing overlapping categorical RS between the perception and production tasks, and contrast estimates for the six repetitions (p < .05 FWE corrected at the cluster level).

<table>
<thead>
<tr>
<th>Clusters &amp; Regions</th>
<th>H MNI coordinates</th>
<th>Perception - Contrast estimates</th>
<th>Production - contrast estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x  y  z</td>
<td>R1   R2   R3   R4   R5   R6</td>
<td>R1   R2   R3   R4   R5   R6</td>
</tr>
<tr>
<td>cluster 1 (417 voxels)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>middle cingulate cortex</td>
<td>L/ R</td>
<td>8 20 40</td>
<td>4.84 0.07 -0.03 -0.06 -0.05 -0.04 -0.07 0.20 -0.06 -0.05 0.02 0.00 0.00</td>
</tr>
<tr>
<td>supplementary motor area (pre-SMA)</td>
<td>L/ R</td>
<td>0 14 48</td>
<td>3.66 0.13 0.00 0.03 -0.10 -0.14 -0.06 0.48 -0.04 0.00 0.05 0.03 0.02</td>
</tr>
<tr>
<td>cluster 2 (287 voxels)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>precocentral gyrus</td>
<td>L</td>
<td>-44 8 32</td>
<td>4.79 0.34 0.22 0.18 0.13 0.08 0.16 0.10 -0.20 -0.17 -0.17 -0.10 -0.23</td>
</tr>
<tr>
<td>inferior frontal gyrus (pars opercularis)</td>
<td>L</td>
<td>-38 8 26</td>
<td>4.08 0.17 0.10 0.05 0.00 0.01 0.02 0.19 -0.06 0.01 -0.03 0.02 -0.06</td>
</tr>
<tr>
<td>inferior frontal gyrus (pars triangularis)</td>
<td>L</td>
<td>-40 32 18</td>
<td>3.90 0.10 0.05 0.00 -0.02 -0.08 -0.01 0.23 0.07 0.02 -0.01 -0.01 -0.01</td>
</tr>
<tr>
<td>cluster 3 (280 voxels)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>middle temporal gyrus</td>
<td>L</td>
<td>-48 -50 10</td>
<td>4.76 0.14 0.10 0.03 0.03 0.00 0.04 0.14 -0.02 -0.01 -0.01 0.00 -0.02</td>
</tr>
<tr>
<td>cluster 4 (236 voxels)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>insula</td>
<td>L</td>
<td>-34 26 2</td>
<td>5.27 0.19 0.03 0.05 0.03 0.01 0.02 0.35 0.07 0.05 0.05 0.05 0.06</td>
</tr>
<tr>
<td>inferior frontal gyrus (pars orbitalis)</td>
<td>L</td>
<td>-32 24 12</td>
<td>3.53 0.14 0.02 -0.03 0.00 -0.01 0.02 0.15 -0.09 -0.11 -0.10 -0.03 -0.04</td>
</tr>
<tr>
<td>cluster 5 (150 voxels)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inferior frontal gyrus (pars opercularis)</td>
<td>L</td>
<td>44 14 30</td>
<td>4.24 0.17 0.05 0.02 0.01 0.00 0.00 0.14 -0.12 -0.12 -0.12 -0.10 -0.12</td>
</tr>
<tr>
<td>inferior frontal gyrus (pars triangularis)</td>
<td>R</td>
<td>40 18 24</td>
<td>4.20 0.12 0.01 0.03 -0.03 -0.08 0.00 0.10 -0.15 -0.13 -0.08 -0.10 -0.06</td>
</tr>
<tr>
<td>cluster 6 (87 voxels)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>middle cingulate cortex</td>
<td>L/ R</td>
<td>0 -30 32</td>
<td>4.01 0.10 0.02 -0.04 -0.01 0.00 -0.10 -0.01 -0.22 -0.25 -0.24 -0.16 -0.18</td>
</tr>
<tr>
<td>posterior cingulate cortex</td>
<td>L/ R</td>
<td>6 -40 24</td>
<td>3.58 0.07 -0.03 -0.05 -0.02 -0.02 -0.03 0.06 -0.11 -0.13 -0.05 -0.06 -0.07</td>
</tr>
</tbody>
</table>

strategies and subvocal rehearsal of the auditory material that are usually associated with meta-phonological tasks (e.g., Sato et al., 2009). In addition, the perception task was performed before the production task. In our view, mixing the perception and production tasks from trial to trial would have possibly induced some covert motor production of the perceived vowel during auditory speech perception. The experimental design was therefore unbalanced between the two tasks in terms of attentional resources and fatigue. Although this may have impacted in some way BOLD activity in the production task, it is to note that a 15 min long anatomical scan was acquired between the two tasks, during which participants stayed at rest. As a matter of fact, the averaged BOLD activity appears largely in line with previous fMRI studies of speech perception and production (e.g., Wilson et al., 2004; Callan et al., 2010; Skipper et al., 2007; Tremblay and Small, 2011; Grabski et al., 2013a; Rampinini et al., 2017).
phonetic features. In order to match the acoustic properties of the perceived and produced vowels, vowels delivered in the perception task were individually recorded by each participant prior to the experiment. This procedure contrasts with previous fMRI studies of speech perception that did not use self-related speech stimuli. However, it appears from the literature that behavioral and neurocognitive differences between the perception of self vs. other speech stimuli are limited, with increased right inferior frontal activity when comparing self-voices to familiar-voices (Nakamura et al., 2001; Kaplan et al., 2008) but no clear behavioral differences (Rosa et al., 2008; Aruffo and Shore, 2012; Treille et al., 2017). Finally, at the beginning of the scanning session, an intensity matching procedure was done for each participant (see Christoffels et al., 2007; Grabski et al., 2013a), in order to match as closely as possible the volume of the auditory stimuli in the perception task and that of the auditory feedback in the production task (despite bone/skull conduction).

Regarding the RS paradigm, each vowel was perceived or produced in six consecutive trials in each run (with six distinct occurrences of the same vowel). This sequence allowed measuring changes in BOLD signal from the first to the sixth repetitions and to determine linear and categorical BOLD decreases during repeated perceived and produced vowels (Noppeney and Penny, 2006; Grabski et al., 2012a). Due to the sparse sampling acquisition procedure, the time-lag between each repeated vowel was 10 s. Although RS has been previously observed for a wide range of time-lags (from few hundred milliseconds to hours), it has been shown that different brain regions show varying sensitivity to different repetition time-lags (Grill-Spector and Malach, 2001; Grill-Spector et al., 2006; Barron et al., 2017). The present results therefore appear obviously related to the selected number of repetitions and time-lag across trials. Finally, two classical limits of fMRI adaptation effects to be mentioned are related to adaptation cascades across cortical processing hierarchies (i.e., adaptation can alter the signals sent from early to subsequent areas in the hierarchical processing stages, thereby altering the downstream responses) and to attention and expectation with related top-down effects known to interact with adaptation (for a review, see Larsson et al., 2016). From these possible confounding effects, the passive listening and active speaking tasks obviously differed in terms of attentional demands, therefore limiting a major role of attention in the common adaptive changes observed in the two tasks. Despite the exogeneous and endogeneous nature of the two tasks, since the time-lag and number of vowel repetitions was kept constant through the experiment, expectation effects cannot however be fully excluded from our results. Finally, the use of two distinct perception and production tasks minimizes but does not exclude the possibility of adaptation cascades, given the well-acknowledged auditory-to-motor and motor-to-auditory processing hierarchies, as well as sensorimotor feedback loops, during speech perception and production (see below).

Finally, our findings have to be interpreted with caution due to the rather limited sample size. Reduced statistical power and increased probability of false-negative findings due to limited sample size is a central problem in neuroimaging research (Thirion et al., 2007; Hupé, 2015). From that point, several linear and categorical RS effects during vowel perception and/or production were observed in largely similar neural clusters with some linear and categorical profiles quite similar. In our view, this is likely due to the limited sample size and associated inter-subject BOLD variability in evaluating linear and categorical RS profiles across participants. Despite clear BOLD decrease across the six trials, the observed differences, a clear dissociation between linear and categorical RS thus appears difficult. From this clear limitation however, the observed results on the first vowel repetition are in line with previous fMRI studies of speech perception and production (e.g., Wilson et al., 2004; Callan et al., 2010; Skipper et al., 2007; Tremblay and Small, 2011; Grabski et al., 2013a; Rampinini et al., 2017), and the observed RS effects appear largely compatible with previous fMRI adaptation studies that examined adaptive coding during either speech perception or speech production (see below).

4.2. Common repetition suppression during vowel perception and production

Notwithstanding the above-mentioned specificities and limitations of the present study, it is important to first note that, irrespective of the observed RS effects, BOLD activity averaged across trials observed in both the perception and production tasks appears consistent with previous brain-imaging studies, with large overlapping auditory activity between the tasks as well as specific brain areas classically involved in motor preparation, execution and coordination activated in the production task (for a review on the neural correlates of vowel perception and production, see Grabski et al., 2013a).

Regarding RS effects, our results demonstrate common suppressed BOLD responses during repeated vowel perception and production in the inferior frontal gyri, the posterior part of the left middle temporal gyrus and superior temporal sulcus, the left intraparietal sulcus, as well as in the cingulate gyrus and pre-supplementary motor area. As previously mentioned, while no past study attempted to identify the neural substrates of adaptive phonemic coding during both listening and speaking, a few examined RS effects during speech perception (Hasson et al., 2007; Joanisse et al., 2007; Vaden et al., 2010; Myers and Swan, 2012; Lawyer and Corina, 2014) or production (Peeva et al., 2009; Grabski et al., 2012a; Sato et al., 2015; Okada et al., 2018) using vowels, syllables or pseudowords. As discussed above, RS effects critically depend on several factors, including the task, the stimuli, the number of repetitions and the time-lag between repetitions. Despite clear differences on these experimental factors, these studies also revealed RS effects in the left and/or right inferior frontal gyrus and adjacent ventral premotor cortex (Hasson et al., 2007; Vaden et al., 2010; Myers and Swan, 2012; Grabski et al., 2012a; Sato et al., 2015; Okada et al., 2018), in the posterior part of the left middle temporal gyrus and/or superior temporal sulcus (Joanisse et al., 2007; Vaden et al., 2010; Myers and Swan, 2012; Lawyer and Corina, 2014; Peeva et al., 2009), in the left intraparietal sulcus and adjacent dorsal inferior parietal cortex (Joanisse et al., 2007; Grabski et al., 2012a; Sato et al., 2015), and in the supplementary motor area and/or cingulate cortex (Vaden et al., 2010; Peeva et al., 2009; Sato et al., 2015).

Although both a linear and a categorical BOLD decrease was observed within the pars opercularis and triangularis of the left inferior frontal gyrus and in the cingulate cortex, specific linear RS effect was observed in the left intraparietal sulcus as well as specific categorical RS effect in the pars orbitalis of the left inferior frontal gyrus, the left posterior middle temporal gyrus and superior temporal sulcus, and in the pars opercularis and pars triangularis of the right inferior frontal gyrus. Although these results might suggest that the time-course of neural adaptation differs across these regions, they should be interpreted with caution due to the limited sample size (see above).

Finally, apart from common adaptive neural changes, several neural regions showed sensitivity to RS only during the listening or speaking task (see Table S4 and Fig. S1). RS observed in visual brain areas during speaking, including the extrastriate cortex and left occipito-temporal brain areas, can obviously be linked to the repeated visual presentation of the vowel to be produced (see Grabski et al., 2012a and Sato et al., 2015 for similar results using fMRI adaptation on repeated oro-facial movements, vowels and/or syllables). Adaptive neural changes in the basal ganglia, insular cortex and superior cerebellum were also restricted to the production task. The observed RS effects in these regions in the speaking but not the listening task are likely explained by their traditionally assigned role in the speech domain to articulatory motor initiation/planning and online regulation of motor commands via thalamo-motor projections (Jürgens, 2002; Riecker et al., 2005; for similar RS effects during articulatory speech and non-speech movements, see Grabski et al., 2013b). In addition, exclusive RS effects during the speaking task were also observed in subregions of the left and right inferior and middle frontal gyri, inferior parietal lobules as well as supplementary motor area and cingulate gyrus. Conversely, subregions
of the right pars opercularis of the right inferior frontal gyrus and of the left and right middle and superior temporal gyrus, including the transverse temporal gyrus, only showed RS in the listening task. Note that these auditory regions were found to be activated in both the listening and speaking tasks when RS was not taken into account (i.e., averaging BOLD activity across trials). This contrastive result appears in line with a number of fMRI adaptation studies which reported RS effects in the superior temporal gyrus during listening (Hasson et al., 2007; Vaden et al., 2010; Lawyer and Corina, 2014) but not during speaking (Peeva et al., 2009; Okada et al., 2018; but see Sato et al., 2015 for adaptive changes in the right transverse temporal gyrus during syllable production). In a recent EEG study on N1/P2 auditory evoked potentials, we also found evidence for such exogenous but not endogenous auditory adaptive processes during listening and speaking (Sato and Shiller, 2018). Although speculative, the fact that no auditory adaptation in the superior temporal gyrus occurred during speaking might reflect a floor effect on auditory neural responses or, rather, a “resetting” of auditory processing during speech motor planning and control in this region (Sato and Shiller, 2018).

From a broader perspective, the implication of the above-mentioned neural regions showing common suppressed BOLD responses is well acknowledged in speech perception and motor control. Densely connected with hierarchically earlier auditory core areas as well as with the inferior frontal and parietal cortices (Catani et al., 2005; Dick and Tremblay, 2012), selectivity for phoneme processing in the posterior part of the left middle temporal gyrus and superior temporal sulcus has been repeatedly observed in past multivariate fMRI and intracranial EEG studies (e.g., Bouchard et al., 2013; Du et al., 2014; Mesgarani et al., 2014; Rampinini et al., 2017). While the role of the opercular part of the inferior frontal gyrus and of the adjacent ventral premotor cortex is classically assigned to motor preparation and planning of articular and speech movements (Riecker et al., 2005; Bohland and Guenther, 2006), their involvement have also been demonstrated in the course of phonemic processing (e.g., Myers et al., 2009; Lee et al., 2012; Niziolek and Guenther, 2013). In addition, the sensitivity to phoneme categories of the posterior inferior frontal gyrus (pars opercularis) may also be related to the role of more anterior inferior frontal areas (pars orbitalis and triangularis) in higher order decision-making processes (Neubert et al., 2014). Neurons in the inferior parietal cortex and intraparietal sulcus have also been shown to be involved in phonemic categorization (e.g., Celsis et al., 1999; Jacquemot et al., 2003; Raizada and Poldrack, 2007; Desai et al., 2008). Finally, the involvement of the supplementary motor area and cingulate gyrus in both speech perception and production is also widely attested (Hertrich et al., 2016; Lima et al., 2016). During speaking, these regions are thought to participate in the initiation of speech motor programs, internally specified action selection, inhibition and in higher superordinate planning functions (Alario et al., 2006; Tremblay and Gracco, 2006; Tourville and Guenther, 2011; for a review, see Hertrich et al., 2016). Their recruitment during auditory speech processing also suggests their contribution to auditory imagery and higher-order sensorimotor control and predictive functions (for a review, see Lima et al., 2016).

In conclusion, adaptive BOLD responses observed in common premotor and associative auditory and somatosensory brain areas during repeated perceived and produced vowels add new empirical evidence that phonemic coding are driven in common sensorimotor neural regions, through a cortical dorsal stream, in the listening and speaking brain. These results appear in line with a number of neurobiological models (e.g., Hickok and Poeppel, 2007; Skipper et al., 2007; Rausschecker and Scott, 2009; Houde and Nagarajan, 2011; Hickok et al., 2011; Rausschecker, 2011; Guenther and Vladusich, 2012; Bornkessel-Schlesewsky et al., 2015; Skipper et al., 2017; Schomers and Pulkowski, 2017) that support a functional coupling between speech production and perception systems, with phonetic processing partly driven by internal motor-to-sensory and sensory-to-motor simulation. From this view, our results also appear largely compliant with a number of studies showing that both sensory and motor activity correlate with auditory phonemic categorization (Alho et al., 2012, 2014; Chevillet et al., 2013), can predict the accuracy between the intended and actual phonemic production (Tourville et al., 2008; Golfinopoulos et al., 2011; Niziolek et al., 2013), and can partly be decoded to reveal produced or perceived phonemic features (Lee et al., 2012; Bouchard et al., 2013; Du et al., 2014; Mesgarani et al., 2014; Rampinini et al., 2017). From a broader perspective, previous fMRI adaptation studies on non-communicative and silent orofacial and manual actions also revealed that repeated perceived and/or produced actions cause RS in the inferior frontal gyrus and intraparietal sulcus (e.g., Dinstein et al., 2007; Chong et al., 2008; Hamilton and Grafton, 2009; Kilner et al., 2009; Grabski et al., 2012a, 2012b; Sato et al., 2015). These results and the present ones therefore argue for a role of premotor and sensory regions in action goal (de)coding during perception and motor control (Jeannerod, 1994; Rizzolatti et al., 2003; Friston, 2011).
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